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Recurrent Neural Network




RNN as Encoder
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Sample a sentence from RNNLMs

hidden layer

@ softmax : our neural dice!



Sample a sentence from RNNLMs
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Sample a sentence from RNNLMs

dlll

<$> I



Sample a sentence from RNNLMs

I am going

going




Sample a sentence from RNNLMs

I am going to do an internship in Google




RNN as Decoder (RNNLM)




Machine Translation

0 kR %4 | Happy mid autumn festival !
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Happy mid autumn festival !




Machine Translation

0 kR %4 | Happy mid autumn festival !
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Conditional Language Model




Recurrent Neural Network




Encoder + Decoder




Sequence to Sequence Model

Encoder Decoder



Sequence to Sequence Model
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Alignment in Machine Translation

And; the; programsj has, beens implementedg
programme; étéy miss applicationy

Some words might have no “counter-part”.

Alignment can be many-to-one (or one-to-many).

(Brown et al, 1993)



Sequence to Sequence Model
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Sequence to Sequence Model
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Attention Mechanism

Use direct connection to the encoder to focus on (attend
to) a particular part of the source sequence.
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Attention Mechanism

Use direct connection to the encoder to focus on (attend

to) a particular part of the source sequence.
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Attention Mechanism

Use direct connection to the encoder to focus on (attend
to) a particular part of the source sequence.
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Attention Mechanism

Use direct connection to the encoder to focus on (attend
to) a particular part of the source sequence.
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Memory Abstraction

O
Memory (keys) Query
Task: Finding the most “relevant” item in the memory.
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Dot-Product-Softmax Attention

Memory (keys) Query

Task: Finding the most “relevant” item in the memory.
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Attention Mechanism

softmax( )




Attention Mechanism
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Attention Mechanism

softmax(w( O O )+ b)
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Attention Mechanism




Dot-Product-Softmax Attention
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Query
Memory (key-value pairs)
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Dot-Product-Softmax Attention

similarity
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Considering the full sequence as context
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Attention Mechanism

Query




Attention Mechanism
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Self-attention

This is almost transformer — except a few things.



Transformer (almost)




Self-attention in Transformer
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Self-attention in Transformer

Guess what! | don’t
remember either!
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Positional Embeddings




Transformer (positional embedding)

0]0]0]0]0]0/0/0]0,



Positional Encoding
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Positional Encoding

sin ( i ST ) Periodic: Hope this will work in extrapolation.
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Positional Encoding

Sin( L ) Periodic: Hope this will work in extrapolation. (No)
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Feed Forward Layer
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Feed Forward Layer
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Layer Normalization @aetal, 2016

h=g®N(x)+b

h
H H
X — 1 1
N(x) = o “:szi U:\EZ(%—N)Q T
1=1 i=1
X

Smoother gradients, faster training and better generalization
accuracy. (Xu et al, Neurips 2019)



Layer Normalization

Qutput
Probabilities

Linear

Add & Norm

Add & Norm

Multi-Head
Attention
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Multi-head Attention

Scaled Dot-Product Attention
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Multi-Head Attention
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Multi-head Attention
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attention-head; more "local” context
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attention-heads  more long dependencies

Improve the “resolution” of the attention mechanism.



Multi-head Attention
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Transformer as Decoder

cross attention
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Transformer as Decoder
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Transformer as Decoder

Need to prevent the attention the future words.

Happy mid autumn  festival
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Transformer as Decoder

Need to prevent the attention the future words.

Happy mid autumn  festival

causal attention
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Transformer as Decoder

Need to prevent the attention the future words.

Happy mid autumn  festival
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