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Machine Learning (Today)
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Powerful Large Language Models

Kylar went to the store to buy glasses for his new Steve decides to start eating more tomatoes and decides
apartment. One glass costs $5, but every second glass to grows his own cherry tomatoes. He eats twice as

costs only 60% of the price. Kylar wants to buy 16 much as his girlfriend. He eats 6 per day. If a vine can
glasses. How much does he need to pay for them? produce 3 tomatoes per week how many vines does he

need?




Powerful Large Language Models

Kylar went to the store to buy glasses for his new
apartment. One glass costs $5, but every second glass

Steve decides to start eating more tomatoes and decides

to grows his own cherry tomatoes. He eats twice as
costs only 60% of the price. Kylar wants to buy 16

glasses. How much does he need to pay for them?

much as his girlfriend. He eats 6 per day. If a vine can
produce 3 tomatoes per week how many vines does he
need?

ChatGPT Poe

To calculate the total amount Kylar needs to pay for the glasses, ChatGPT Poe
we can break down the purchase into two parts: the first glass and

To determine the number of vines Steve needs to meet his tomato
the rest of the glasses.

consumption, we can calculate the weekly tomato requirement

The first glass costs $5. For the remaining 15 glasses, every and then divide it by the number of tomatoes produced by each
second glass costs only 60% of the price, which means they cost vine per week.

60% * $5 = $3 each.
Steve eats 6 cherry tomatoes per day, which means he consumes

Let's calculate the total cost: 6 * 7 = 42 tomatoes per week.

First glass: $5

o If a vine can produce 3 tomatoes per week, Steve would need 42
Remaining glasses (15 glasses): 15 glasses * $3/glass = $45

tomatoes / 3 tomatoes per vine = 14 vines.

Total cost: $5 + $45 = $50 : :
$5+3 $ Therefore, Steve would need 14 cherry tomato vines to meet his

Therefore, Kylar needs to pay $50 for the 16 glasses. weekly tomato consumption.

https.//poe.com/



Powerful Large Language Models

GSMS8K
(8-shot)

57.1

92.0

56.8

/1.7 (ChatGPT as of Aug 30, 2023, zero-shot)

(Llama 2 Technical Report, 2023)



Why not every Al is that powerful?

You need to do a better job

ith?
What can I help you with understanding me.

Play a good song. Noted.

Sorry, I couldn’t find ‘a good
song’ in your music. Yeah, make a note of that.

Here’s your note:

&
of that
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What is NLP? Wait, what is language?

The abstraction of the real world — different languages take you to different worlds!

BRF dumplings

Something that makes
sharp long voice, like
screaming???

Hong Kong -> Osaka

MNP



Do Al “understand”? Let’s play a game!

The cat is thrown out of the

door, window, dog

This year, I am going to do an internship in

Queen Mary Hospital, HSBC, Google, Amazon

Majoring in computer science, this year, I am going to do an internship in

Queen Mary Hospital, HSBC, Google, Amazon



Shannon Game
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Claude Elwood Shannon
(April 30, 1916 — February 24, 2001)



Language models, and how to build it.

Dice, and how do we roll them Transformers, neural networks and many others
(probabilistic model) (powerful functions, and inside configurations)



Language Model

Generative
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Making the dice

bag of words
(@Carnegie Mellon University)

Belief
Evidence
Reason
Claim
Think
Justify
Also

~1 O U1 W T DN

99 Therefore
100 Google

Vocabulary




Generative Language Model




Generative Language Model

dlll



Generative Language Model

I am going

——>  o0ing




Generative Language Model

I am going to do an internship in Google

—  Google




Neuralize the dice!
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Neural Networks (e.g. Transformers)
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Generative Language Model

I am going to do an internship in Google

—  Google
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Language models, and how to build it.

Dice, and how do we roll them
(probabilistic model)

[L.earn

p(z) = Hp(xilw«:) 4

Parameterize

Transformers, neural networks and many others
(powerful functions)
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First problem — the language modeling problem

Given a finite vocabulary

V = {belief, evidence, reason, claim, . . . Google, therefore }

We have an infinite set of strings, Y1

<s> [ am going to an internship in Google </s>
<s> an internship in Google </s>

<s> [ am going going </s>

<s> Google 1s am </s>

<s> internship 1s going </s>

Can we learn a “model” for this “generative process”? We need to “learn” a
probability distribution:

ZTP(*T) = 1, p(x) >0 for all z & 14l Learn from what we’ve seen
xeV




The Language Modeling Problem

Given a training sample of example sentences, we need to “learn” a probabilistic
model that assigns probabilities to every possible string:

p(<s> I am going to an internship in Google </s>) = 10-12
p(<s> an 1nternship in Google </s>) = 10-8

p(<s>1 am going going </s>) = 10-1

[t is a probability distribution p over strings, i.e., p is a function that satisfies

Y p(x) =1, p(z) >0 for all z € V1
reVT



The Language Modelmg Problem

<s> Sam I am </s>

|

i<s>1 am Sam </s>

:<s> I do not hke green eggs and ham </ s>

Tramlng Corpus [s this a good model?

R P O3 BN PNV RO S D O T By N IV 2 EORIw- DD N B - N NeT V3 T POV e RIN” N7 BT TR IOV DRI VN7 YW FIOV N, DWW S PO O Xy -  — R a i o aa e e a1 —

‘P(<s> Sam | am </s>) = 1/3 P(<s>1am </s>) =0

P(<s> I am Sam </s>) = 1/3 P(<s> green Sam </s>) =0

P(<s> I do not hke green eggs and ham </ s>) = 1/ 3

Nalve Model



The Language Modelmg Problem

<s> Sam I am </ =
i <s> [ am Sam </s>
:<s> [ do not hke green eggs and ham </ s>

Tralmng Corpus

The probability of the word “<s>" tollowed by the word “I”:
P | <s>) =2/3



The Language Modelmg Problem
<s> Sam I am </s>
;<s> I am Sam </s>

:<s> I do not hke green eggs and ham </ s>

Tralmng Corpus

P11 <s>) =2/3
P(</s> | Sam) = 1/2

Naive Model



The Language Modelmg Problem
<s> Sam I am </s>
:<s> [ am Sam </s>

:<s> [ do not hke green eggs and ham </ s>

Tralmng Corpus

P11 <s>)=2/3 P(am I I) =7
P(</s> | Sam) = 1/2

Naive Model



The Language Modelmg Problem
<s> Sam I am </s>
:<s> [ am Sam </s>

:<s> [ do not hke green eggs and ham </ s>

Tralmng Corpus

P11 <s>)=2/3 P(am | I) =2/3
P(</s> | Sam) = 1/2

Naive Model



The Language Modelmg Problem
<s> Sam I am </s>
A<s> | am Sam </s>

,<s> I do not hke green eggs and ham </ s>

Tralmng Corpus

P(<s> Sam I am </s>) = P(Sam | <s>) * P(I1 | Sam) * P(am | I) * P(</s> | am)

Bi-gram Model



Course Logistics




Course Logistics
Website:

https://nlp.cs.hku.hk/comp7607-fall2023

Prerequisites:

COMP3314 or COMP3340, MATH1853

We will assume a lot things from Machine Learning, Statistics, and Programming

A This NLP course will be very difficult if you haven’t taken these courses.

Assessment:
50% continuous assessment, 50% final project
TA:

Qington Li (https://qtli.github.io/), Xubin Ren (https://rxubin.com/)


https://nlp.cs.hku.hk/comp7607-fall2022

Course Logistics

We will assume a lot things from Machine Learning, Statistics, and Programming

Supervised learning, unsupervised learning, regression,
classification, loss function, neural networks,

W oW regularization ... (COMP3314)

A Probabilistic Perspecti

All of
Statistics

e Random variables, joint probability, conditional
probability, Bayes theorem ...

Inference

Data structures, dynamic programming, time/space
complexity ...




Course Logistics

Textbook recommendation (J&M):

https://web.stanford.edu/~jurafsky/slp3/

Assessments (in total ~4):

Programming problems

Problem sets

Honor code:

a o g a—oa 4 —oa d o s

¢ You are free to form study groups and discuss homeworks

and projects. However, you must write up homeworks and
! code from scratch independently, and you must

.‘ acknowledge in your submission all the students you

{ discussed with.

_ g ad = e e e . W AR
= T e > = Eadmidd ” G A 4 pLrame

SPEECH AND
LANGUAGE PROCESSING

An Introduction to Natural Language Processing,
Computational Linguistics, and Speech Recognition

DANIEL JURAFSKY & JAMES H. MARTIN




What’s Next?

BERT, GPT-3, Word2vec, Glove, T5 ...

LSTMs, Recurrent Neural Networks, MLP,

N-Gram Models, Hidden Markov Models ...
Transformers...



It’s not about human language. It’s the language of life!

folding -
eXp lalne¢oo© @ Google DeepMind

https://www.youtube.com/watch?v=KpedmldrTpY AlphaFold (Jumper et al, 2021)



https://www.youtube.com/watch?v=KpedmJdrTpY
https://www.youtube.com/watch?v=KpedmJdrTpY

Probabilistic Language Models

Assign a probability to a sentence

P("I am going to school”) > P("l are going to school”) Grammar Checking

| had some coffee this morning.

P EIE 7 —EMHE) > PSS E Iz 7 —EMNHE)

Machine translation

P("Can we put an elephant into the refrigerator? No, we
can’t’) > P("Can we put an elephant into the refrigerator?

Yes, we can.’)

Question Answering

—




Probabilistic Language Models

This is the reality since 2021!
Input (Prompt):

, How smart can a cat be?

Query layer

They're incredibly
Transformer Independent animals, they
Layers can understand numerous
things (even though they
may choose to ignore you)

and they even have
Token  ((B0s ) fantastic short- and long-
Position @ @ @ @ @ term memories!

PanGu-a (Zeng et al, April 2021)

@z,



Probabilistic Language Models

V = {the, dog, laughs, saw, barks, cat, ...}

A sentence in the language is a sequence of words

L1LY ...Lnp
For example
the dog barks STOP e
the cat saw the dog STOP -

Definition (Language Mode)

1. For any (z1...z,) € V', p(z1,22,...25) > 0

2. In addition, Z p(x1,29,...2,) =1

(Hopcroft, Motwani, Ullman)
<£l?1 $n> cyi



A (very bad) method for learning a LM

Number of times the sentence 1 ...Zy is seen in the training corpus

Why this is very bad?



Markov Models

Consider a sequence of random variables Xi, X»2,...,X,, ,each take any value in V

The joint probability of a sentence is

P(Xl :aﬁl,XQ :ZEQ,...,Xn :a’)n)

— P(Xl — .Cl?‘l) HP(XZ — .’EZ|X1 — L1y... 7Xz'—1 — .Cl?i_l)
1=2
= P(X1 = 11) H P(X; = x| X1 = xi1)
1=2

First-order Markov Assumption



Trigram Language Models

A trigram language model consists of a finite set V , and a parameter g(w | u,v)

For each trigram %, ¥,w suchthat w € VU{STOP}  u,v € VU{*},

¢(w | u,v) can be interpreted as the probability of seeing the word w immediately

after the bigram (u,v)

For any sentence Z1...Zn ,where z; € Vfori=1...(n—1),and x,, = STOP

n

p(3171 - fL‘n) — H(](% \ %—2,%—1)

1=1

. L __ X
where we define o = -1 =



Trigram Language Models

For example, for the sentence

the dog barks STOP

p(the dog barks STOP) = q(the | *,*) x ¢(dog | *, the) x g(barks | the, dog) xq(STOP | dog, barks)

Problem solved? How can we find ¢(w | u, v)

Parameters (of the model)

How many parameters?
g(w | u,v)
How to “estimate” them from training data?



Trigram Language Models

Parameters (of the model)

g(w | u,v)
How many parameters? How to “estimate” them from training data?
3 o) = L2
V c(u, v

c(the, dog, barks)
c(the, dog)

q(barks | the, dog) =



Trigram Language Models

How to “estimate” them from training data?

Q, pastahamburger X ®@
c(u, v, w)

1950 - 2000 ~ English (2019) ~ Case-Insensitive Smoothing
C(u, /U) g ( ) g

Q(w ‘ u,v) —

0.000350% -

c(the, dog, barks)
c(the, dog) 0.000300% -

pasta

g(barks | the, dog) =

0.000250% -

0.000200% -
N-gram counts!

0.000150% -

0.000100% -

0.000050% - //

0.000000% = I I [ I I I [ [ I |
1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000

_— hamburger

(click on line/label for focus)

Pasta v.s. Hamburger (Google Books Ngram Viewer)



Sparse Data Problems

Maximum likelihood estimate:

c(u, v, w)

Q(w ‘ uvv) — c(u,v)

c(the, dog, barks)
c(the, dog)

q(barks | the, dog) =

V 3 Say vocabulary size is 20000. We have 8 *10!2 parameters!!




Evaluating Language Models: Perplexity

training set

(Fancy) Trigram

>

Model

test set
(real product)

development (dev) set
(held-out data)



Evaluating Language Models: Perplexity

(1) the cat laughs STOP
¢(t1) the dog laughs at the cat STOP

development (dev) set

We can compute the probability it assigns to the entire
(held-out data)

set of test sentences
™m

[ [p(=")
1=1

The higher this quantity is, the better the language model is at
modeling unseen sentences.



Evaluating Language Models: Perplexity

The higher this quantity is, the better the language model is at
modeling unseen sentences.

m

Perplexity on the test corpus is derived as a direction transformation of this.

ppl =27

1« ;
| = M;mgw(x”)

M is the total length of the sentences in the test corpus.

What if the model estimate ¢(w | u,v) =0 and the trigram appears in the dataset?



Wait, why we love this number in the first place?

Let the model predicts q(w | u,v) =1/N

1 « ;
| = M;mgzp(x“)

ppl=2"'=N

A uniform probability model — The perplexity is equal to the vocabulary size!

Perplexity can be thought of as the effective vocabulary size under the model!
For example, the perplexity of the model is 120 (even though the vocabulary

size is say 10,000), then this is roughly equivalent to having an effective
vocabulary of 120.

How much your language model updates the uniform guess!

Bayes Factors:
https://www.youtube.com/watch?v=1G4VkPoG3ko



Smoothing for Language Models

If the model estimate q(w | u,v) = 0 and the trigram appears in the test data,
ppl goes up to infinity.

When we have sparse statistics:

P(w | denied the)
3 allegations
2 reports
1 claims GE)
X
1 request g C §
= © -5 "E=n
© &£ ©O
7 total
Steal probability mass to generalize better:
P(w | denied the)
2.5 allegations -
1.5 reports "
0.5 claims _S - QE)
0.5 request Sl w» v =
— O
2 other o 3 * S & =
= v ﬁ : " B B
S || @ 3 @ & O
7 total — - - '

Example from Dan Klein



Add-one (Laplace) smoothing

Considering a bigram model here, pretend we saw each word one more
time than we did.

MLE estimate:
c(w;—1,w;)

c(wi_l)

QMLE(wz’ \wz‘—l) —
Add-one smoothing:

c(w;—1,w;) + 1
c(w;—1) + |V

{Laplace (wz ‘wi— 1 ) —



Linear Interpolation (Stupid Backott)

Trigram Model, Bigram Model, Unigram Model

CCu%—Q,u%—lyﬂﬁ)

Trigram maximum-likelihood estimate:  q(w; | w;—2,w; 1) =
c(w;—2,w;—1)

c(w;—1,w;)

c(w,,;_l)

Bigram maximum-likelihood estimate:  q(w; | wi—1) =

. . . . c(wi)
Unigram maximum-likelihood estimate: ¢(w;) = ()

Which one suffers from the data sparsity problem the most?
Which one is more accurate?



Linear Interpolation (Stupid Backott)

Q(wi | wi—Zawi—l) = A1 X QML(wz’ wi—Zawi—l)
+ Ao X gumr(w; | wi—1)

+A3 X qmr(w;)

where A\{ + Ao + A3 = 1, and A; > 0 for all 2.

How to choose the value of Ai, A2, A3

Use the held-out corpus Hyperparameters

Held-Out B
Data | |

maximize the probability of held-out data.




Markov Models in Retrospect

Consider a sequence of random variables Xi, X»2,...,X,, ,each take any value in V

The joint probability of a sentence is

P(Xl :aﬁl,XQ :ZEQ,...,Xn :a’)n)

— P(Xl — xl)HP(Xz — .’,CZ|X1 — L1y... 7Xz'—1 — .Cl?i_l)

1=2
— P(X1 — 33'1) H P(X'i — zi‘Xi—l — 2137;—1)
1=2

First-order Markov Assumption
P(X; =x;| X1 =21,...,Xi-1 =Ti—1)

[s it possible to directly model this probability?



Recurrent Neural Networks (RNNSs)

outputs

(1) 7 (2) 7 (3) 7 (4)
(optional) { y,\ J J J

AN A AN

h(4)

|14

/‘
hidden states < w W >
—

Input sequence
(any length) {

(D) 2(2) 2(3) ey

p(x(t) | ARV 733(1))



A RNN Language Model

l laptops
C |
output distribution
gt = softmax (Uh(t) + bg) e RV < -~
a A 200
| U
hidden states RO RO RO L ) )
) O e O ) )
(t) _ (t—1) (t)
hlY) = ¢ (Whh U4+ Wee' + bl) | Wy |0\ W, | Wh l@| Wi |@®
h(9) is the initial hidden state O | @ g O g O g O
o O O 0 O
word embeddings EV Efv ;AJW EV
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(1) 7(2) | 2 (3) 2 (4)



A RNN Language Model

l laptops
p(z® | 0D (M) !
: —
’ gt = softmax (Uh(t) + bz) c RIVI ‘, RO h(})_ L (@) L 3) L ()
L b =6 (W,hUD - Wel®) + b, O e O ) )
| “t”““ . ) | e lel e lel "l
e - L 4 ° ° °
The recurrent function here, IWe Iwe ﬁ‘_{;‘,-e IWQ
takes into consideration all o o m o
the history! o(1) 8 o(2) 8 o(3) 8 o(4) 8
O O O @
T e e s
the students  opened their

(1) 2@ B (@)



Training a RN N Language Model

1.0SS J (3)(6’) J (4)(9) " negative log prob of “students”
Predicted probability (0 e i g
distributions —
h)__ h(1) h@)[ h(?J h(4)
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v W W
8 O O
e(l) o 8(2) 8 8(3) 8 8(4)
O O O
E E ﬁﬁ?
Training Corpus —————>  the students  opened their

(D) 2(2) 2(3) e



Training a RNN Language Model
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Training a RNN LanguageModel

Loss J (1)(6’) ’ negative log prob of “their”
Predicted probability 5
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Training a RNN Language MO
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Training a RNN Language Model
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6 Parameters in RNNs
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GPT-3 Model
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What else can we do?

Assign a probability to a sentence

P("I am going to school”) > P("l are going to school”) Grammar Checking

| had some coffee this morning.

P EIE 7 —EMHE) > PSS E Iz 7 —EMNHE)

Machine translation

P("Can we put an elephant into the refrigerator? No, we
can’t’) > P("Can we put an elephant into the refrigerator?

Yes, we can.’)

Question Answering

—




